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Monte Carlo procedure for protein design
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A method for sequence optimization in protein models is presented. The approach, which has inherited its
basic philosophy from recent work by Deutsch and Kurodkiyys. Rev. Lett76, 323(1996] by maximizing
conditional probabilities rather than minimizing energy functions, is based upon a different and very efficient
multisequence Monte Carlo scheme. By construction, the method ensures that the designed sequences repre-
sent good folders thermodynamically. A bootstrap procedure for the sequence space search is devised making
very large chains feasible. The algorithm is successfully explored on the two-dimensional HH kKhdddlau
and K. A. Dill, Macromolecules82, 3986(1989] with chain lengthdN=16, 18, and 32.
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The “inverse” of protein folding, sequence of optimiza- small chains the states are enumerable, this is often taken as
tion, is of utmost relevance in the context of drug designnondegeneracy of the ground state and the latter is well sepa-
This problem, which amounts to finding optimal amino acidrated from higher energy states. One expects that working
sequences given a target structure, has also been investigatith finite T distributions in the matching process singles out
in the context of understanding folding properties of coarsethose optimal sequences that have good folding properties in
grained models for protein folding. Such models are determs of nondegeneracy. Indeed,[8], when exploring the
scribed by energy functions E(r,o), where r technique on lattice models, superior results are obtained
={ry,r,,...,ry} denotes the amino acid coordinates and when comparing with what was obtained @], where
={04,0,,...,05} denotes the amino acid sequence. E(rg,0) was minimized.

Good folding sequences fold fast and in a stable way into Computationally, straightforward MC approaches for
the desired target structure. A brute force search for semaximizing P(rq|o) are extremely tedious. Our MC meth-
guences meeting these criteria is prohibitively time-odology is based on thewltisequence methdd], where
consuming even in minimalist models for protein folding. both sequence and coordinate degrees of freedom are subject
Although it has been possible to apply this type of criteria toto simultaneous moves. The basic idea is to perform a single
a simple helix-coil mode[1], it is essential to find more simulation of a joint probability distributiod(r,o) rather
efficient strategies. A fairly drastic simplification was pro- than repeated simulations &(r|o) for different fixed o.
posed in[2], where the problem is approached by minimiz- Hence, our approach is fundamentally different from that of
ing E with respect tar andr clamped to the target structure [4].
ro. This method is very fast since no exploration of the Our method for maximizing®(r|o) is explored on the
conformational space is involved, but, unfortunately, it failstwo-dimensional HP lattice moddB] with chain lengths
for a number of examplegsee, e.g.[1,3,4)). Recently, a N=16, 18, and 32. FoN=16 we study an example used in
more generic scheme was sugges@jdwhich aims at opti- [2—4]. The results for bottN=16 and 18 are checked against
mizing the conditional probability(r,|o), i.e., the Boltz- exact enumerations, whereas fb+32 we use a target struc-
mann weight, rather thak(rq,o). This approach has the ture constructed “by hand.” Our method reproduces the ex-
advantage that entropy effects are taken into account, but i&ct results extremely rapidly whenever comparisons are fea-
usefulness is not obvious since maximiziRgro|o) is a  sible. Furthermore, the method has a great deal of potential
nontrivial task. In fact, the calculations [8] involved sim-  in dealing with very large chains.
plifying assumptions about both the form Btr,| o) and the The problem of finding thermodynamically optimal se-
conformational space. In this Rapid Communication weguences given a target structurg is simple to formulate
present a practical Monte CaribiC) procedure for perform- mathematically—maximize with respect éothe conditional

ing the maximization oP(r,|o). probability
Thermodynamical characteristics for good folders are that 1
the ground state minima are well separated from other _ -~
states—at finiteT the system spends a long time in the P(rolo) Z(o) exi —E(ro,a)/T], @
ground state well. In lattice models, where for relatively
Z(o)=2, exd —E(r,0)IT], )
r
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g(0)=—E(rg,0)/T. )

I Maximizing P(ro/o) in Eg. (1) corresponds to minimizing
I the quantity

AFo==TINP(rolo)=E(rg,0)=F(a), (8

which, for the choice in Eq(7), can be rewritten as

Iy r AFo=TINP(a)+TInZ. 9)

FIG. 1. (r,0) plane(see text Hence, neglecting an unimportant constaxf,, can be ob-
tained directly from the marginal distributid®(o). The joint
Hence, for eaclr one needs to estimaf(r,|o), which in  distributionP(r,o) can be simulated by using separate ordi-
turn involves a sum over all possible The situation is naryr and o updates. This single simulation &(r,o) re-
shown in Fig. 1, where the horizontal line represents theplaces simulations dP(r|o) for a number of different fixed
region probed in protein folding. In the simplified approacheg. This is quite convenient. However, it should be stressed
to the inverse problerf2], minimizing E(rq,0), one works  that the major motivation for using this scheme is its effi-
along the vertical line. Maximizind(ry|o) is a real chal- ciency. In fact, it was demonstrated[] that the simulation
lenge since it requires a sampling of the enfirgr) plane. of P(r,o) could be much faster than the simulation of
Reference$3,4] approached this problem by using simulatedP(r|o) even for asingles; the exploration of the conforma-
annealing in sequence space. The key difficulty then is taional space becomes more efficient when the sequence is
estimate the partition functioi(o) [Eq. (2)]. In[3] this was  allowed to fluctuate.
done using the lowest-order term in the cumulant expansion The number of sequences that can be studied in a multi-
of F(o). This approximation is valid at high temperatures butsequence simulation is of course limited. It is therefore de-
it is unclear how good it is in the temperature regime ofsirable to incorporate a step in which “bad” sequences are
interest here. Referen¢d], on the other hand, used a chain removed. This elimination step can be formulated in differ-
growth MC method to estimat&(o). In this case one has a ent ways. In our calculations a sequeneds removed as
nested MC, where the inner part by itself is far from trivial. soon as some structure#r, is encountered for which
In [3,4] these methods were successfully tested on examples(r,o)<E(r,,0). This process is continued until the re-
where a simple minimization d&(rq,o) along the vertical maining sequences can be studied through a final multise-
line in Fig. 1 fails. The chains were short enough for thequence run. If the elimination proceeds for a sufficiently long
results to be tested against exact enumerations. Another difime, then the surviving sequences are, by construction, those
ference between optimizinB(ro|o) versusE(ry,o) is that  that have the desired structure as their nondegenerate ground
the latter requires an optimization constrained to a preset natate. It should be pointed out that the elimination process
hydrophobicity. serves two purposes. In addition to bringing down the num-
In this Rapid Communication we take quite a differentber of sequences to a manageable level, it also tends to make
path capitalizing on the multisequence methib Here the the distributionP(o) more uniform, which is instrumental for
basic strategy is to create an enlarged configuration spacthe efficiency of the final multisequence run. Note that for a
the sequence becomes a dynamical variable. Hencend  set of sequences, all havimg as their unique ground state,
o are put on a more equal footing, which, in particular, en-one has exp-g(c)]Z(o)~1 to leading order at lowW, inde-
ables us to avoid a nested MC. Our starting point is the joinpendent ofo, which implies thatP(o) becomes uniform in

probability distribution the zero temperature limit.
1 We have performed extensive numerical explorations on
_ the HP mode[6] for a variety of sizes and target structures
== - - 4 ) ; ) 2
Pr.0)=zexd = g(o) ~E(r.o)/T], @ and find that the approach consistently identifies the appro-

priate sequences in an efficient way. In this Rapid Commu-
nication we report on results fod=16 and 18, which have
been previously used for evaluating design algorith&4.
Also, results folN=32 are presented in some detail. The HP
where{g(o)} is a set of tunable parameters that govern thenodel[6] is defined by

marginal distribution

Z=> exd—g(o)]Z(0), )

1 E(r,o)=—2 aiojA(r—r)), (10)
P(0)=2 P(r,0)=zexg—g(0)]Z(0). (6 -

whereA(r;j—r;)=1 if r; andr; are nearest neighbor mono-
From the Bayes relatio®(r,o)=P(r|c)P(o) one obtains mers, but nonadjacent along the chain and zero otherwise.
the desired conditional probabiliti¢&g. (1)], which are in-  Dependent upon whether, is hydrophobidH) or polar(P),
dependent of the choice gfo). The choice ofj(o) is crucial  one haso;=1 and 0, respectively. We work on the square
for the efficiency of the method. At first glance, it may seemlattice, for which it is known that sequences with nondegen-
that one would need to estimaf€o) in order to obtain rea- erate ground states are not too r@ré All simulations are
sonableg(o). However, a convenient choice is performed using standard Metropolis st¢f$in o. Inr we
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FIG. 2. Target structures fga) N=18 and(b) N=32. Symbols
are explained in the text. The best sequence found (fforis
HHPPHHPPPPHPHPPPPHPHPPPPHHPPHHHH.
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FIG. 3. Number of MC sweeps needed to single out the seven
sequences in Table |. Each data point is an average over 50 experi-
ments, each starting from the full set of at®%equences. Shown
are both results obtained with) and without(< ) stochastic se-
guence moves.

(]
[9)]

then continued with only the seven sequences left in order to
estimateP(o) andP(ry|o). As can be seen from Table I, the
results agree very well with the exact results. Since all seven
sequences havg as their unique ground state(o) is con-
stant for T=0. At T=31, the temperature studied here, the
P(o)’s are not perfectly equal, but similar enough to allow
for good mobility in sequence space. In summary, our
method has removed those sequences that do notrhaas

use three types of elementary moves: one bead, two beateir unique ground state, and it also providks | o) for all
and pivot[9,10]. A sweep refers to a combination of these Of the surviving sequences. Note that the remaining se-
three moves followed by one attempt to update
We first test our method for thAl=16 target structure Positions. These are marked by fillgé) and open(P)
studied in[4] (see Fig. 1 if4]). There is one sequence that Circles in Fig. 2a). In the second part of our simulations,
has this structure as its nondegenerate ground state, as candeere P(rq| o) is estimated, it is clear that the stochastic
shown by exact enumeration. It turns out that the desigi$e€guence moves are essential. How useful these moves are in
procedure irf4] is able to find this sequence, while the meth- the first part, the elimination process, is less clear. To inves-
ods in[2,3] fail to do so. Our calculation is carried out start- tigate this we performed calculations both with and without
ing from the set of all %6 possib|e sequences. After 8000 these moves. In the latter case the simulated sequence is
MC sweeps, corresponding to a few CPU seconds on a DEeplaced only if it is to be removed from the simulation, and
Alpha 200, all sequences except the correct one have beds then replaced by a randomly chosen sequence among the

removed.

quences all have the same monomer type at 12 of the 18

remaining ones. In Fig. 3 we show the number of MC

Next, we turn to theN=18 target structure shown in Fig. sweeps needed to remove all sequences except those in Table
2(a). The seven sequences listed in Table | were found by the as a function of II. The results show that the required
design procedure. Nondegeneracy is tested and confirmed Bgmber of sweeps can be reduced by more than a factor of
in the N=16 case above. The multisequence simulation istO by adding the stochastic sequence moves. Furthermore,

TABLE I. P(o) for those seveN=18 sequences that design the
structure shown in Fig.(@) (T= %). Listed are both the results from
our multisequence simulatioiMC) and the exact results, obtained

by enumeration.

Sequence MC Exact
PHPPPHPPHPPHHPPPHP 0.2108) 0.2112
PHPPHHPPHPPHHPPPHP 0.0629 0.0617
PHPPPHPPHPHHHPPPHP 0.3108 0.3113
PHPPPHPPHPPHHHPPHP 0.0403 0.0495
PHPPPHPHHPPHHHPPHP 0.1769) 0.1757
PHPPPHPPHPPHHHPHHP 0.1102) 0.1110
PHPPPHPPHPHHHHPPHH 0.08a®) 0.0797

the efficiency is les§ dependent. The cost of the sequence
moves is negligible.

We next turn to theN=32 target structure shown in Fig.
2(b), which is designed by hand since exhaustive enumera-
tion is impractical for this problem size. It is readily verified
that this structure represents the minimum energy for the
sequence with H at the filled circles and P at all the other
positions along the chaifsee Fig. 2b)]. As with any other
method, it is not feasible for large chains to explore the en-
tire sequence space with our multisequence method. How-
ever, as in thdN=18 example above, a given structure typi-
cally exhibits several positions whese is effectively frozen
to H or P(see, e.g.j11,12). It turns out that such positions
can be easily detected by means of a trial run. This leads us
to a two-step bootstrap procedure.

The first step amounts to picking sets of random se-
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guences and gauging for the surviving sequences. Tloe L L B L B
profile obtained this way for the target structure in Figh)2 Fe T s - I £z ]
is shown in Fig. 4, from which it is clear that indeed many 08 =— — 2 = i =]
exhibit a clear preference for either P or H. Based on this, we R R AR S
divide the positions along the chain into three groups corre- 06 - I R S : { S
sponding too;> o) [filled circles in Fig. 2b)], o;<o® B S RS S I S
(open circley ando®<g;<o® (crossey as indicated in © o4l Lo ULl A
Fig. 4. We then rerun the algorithm with thosgin the first E— - — - - —1_;' d_ i = i —jfi R
two groups clamp_ed to H_o(i=1) and P ¢=0), respec- 02 - % LEIE 1 %I‘ —
tively, and those in the third group left open, which corre- - .
sponds to a set of 2 sequences. In 20 CPU minutes P Y TR R B B
(5x 10° MC sweeps this set was reduced to 200 sequences. 0 10 <0 30
These can be readily studied in a final multisequence run, i

and the best sequence found is given in Fig. 2. Stability was o o
confirmed by repeating the procedure for different random FIG. 4. Average ofr; againsi for the surviving sequences from
seeds. We also performed runs where the elimination procedd "uns. each starting with a set of J;@ndorg)sequence_(uzw).
was continued for much longer, which finally contained 1671 he upper and lower lines represerit) ando!?, respectivelysee
surviving sequences. While it could be that this is still not'€*V: The length of each run is 20 000 MC swed@S CPU sec-
the proper asymptotic value, we feel confident that the be?nds and the number of surviving sequences varies between 15 and
sequence is correctly identified by our method. It is clear tha
this method can be generalized to a corresponding multistep
procedure for very large claims. with the approach by means of a bootstrap procedure that
In summary, we have developed an efficient MC methodimits the search in sequence space. The method, which is
for protein design by maximizing conditional probabilities successfully explored on two-dimensional lattice models, can
using the multisequence method. The method circumventsasily be used in off-lattice mode[43]. An alternative to
calculations of partition functions by a judicious choice of pruneo space by removind(r,o)<E(rq,0) sequences is
the multisequence sample weights. Large chains are feasibie discard highP(o) sequencefsee Eq.(9)].
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